
Lecture 23 –  Automatic Speech Recognition (ASR)

CS 505: Introduction to 
Natural Language Processing

Wayne Snyder
Boston University



2

Log MEL Spectrogram

  

Therefore, to capture the human experience of sound, we typically use a 
Mel Spectrogram, where

o Pitch is given in Mels

o Loudness is given in Decibels:

Both of these are log scales
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Human Vocal Signals

  

Each phoneme in human language has a rather distinct spectrogram:



Phonemes and the International Phonetic Alphabet

  

Phonemes are smallest unit of sound in a particular language which 
convey meaning.

Each language has a distinct set of phonemes (English has 44) which 
describe the pronunciation of all words; the International Phonetic Alphabet 
(IPA)  is a standard collection of phonemes for all the world’s languages:

ARPAbet is an ASCII version of the 
IPA symbol set.  
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International Phonetic Alphabet

  

Translations into IPA from:  https://tophonetics.com/

From dictionary.com:

https://tophonetics.com/
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Spectra and Spectrograms for Vowels

  

Vowels are continuous sounds, formed by the shaping of the vocal cavity; 
therefore, each has a (instantaneous) spectrum. 

These spectra have characteristic peaks, called formants, caused by the shape 
of the vocal cavity.
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Spectra and Spectrograms for Vowels

  

Vowels are continuous sounds, formed by the shaping of the vocal cavity; 
therefore, each has a (instantaneous) spectrum. 

These spectra have characteristic peaks, called formants, caused by the shape 
of the vocal cavity.



Spectrograms for Consonants and Vowels

  

Vowels can be recognized by their (instantaneous) spectra, but consonants and 
semi-vowels (such as w or y) have time-dependent characteristics, and are 
best represented by spectrograms:
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Continuous Speech

  

Continuous speech can be understood as a sequence of phonemes, 
possibly separated by periods of silence: 

I                 love                         N       L                    P                          

sil
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Continuous Speech

  But continuous speech is complex!

In general, we must

o Identify individual phonemes

o Identify words

o Identify sentence structure and/or meaning

o Interpret prosodic features

o Deal with mistakes, different speakers, accents,  self-corrections, etc.
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Continuous Speech

  

Prosodic features are very important in deriving meaning from sequences of 
phonemes. Many of these have to do with lexical stress – what words or 
syllables are emphasized. 

o Loudness

o Duration

o Pitch:
• F0 (Fundamental Frequency)

• Pitch Accent for lexical stress

• Tune (Pitch over Time)

Lexical stress often involves loudness, duration, and pitch:     

              I’m surprised that some people found HW 05 difficult. 
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Continuous Speech

  

Tune (pitch over time) is mostly observed in English with questions:

He found it   difficult. He found it   difficult?



ARS has a long and curious history...

Automatic Speech Recognition (ASR)
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At first, ASR was an electrical engineering problem, e.g., 

o Automatic Digit Recognition (AUDREY - 1952)

ASR: The Early Years
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In the modern era, ASR has benefitted from techniques from Electrical 
Engineering,Computer Science, and Linguistics:

o Large vocabulary

o ~20,000-60,000 words or more…

o Speaker independent (vs. training on one speaker)

o Continuous speech (vs isolated-word)

o Multilingual, conversational

o World’s best research systems:

o Conversational speech:  ~13-20% Word Error Rate (WER)

o Human-machine or monologue speech: ~3-5% WER

o For much of the modern era, the best results were obtained by Hidden Markov Models
(Viterbi Algorithm)

ASR: Modern Era



Recall: POS Tagging with Hidden Markov Models
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ASR using Hidden Markov Models

The basic approach starts out similarly to what you did in HW 05 by 
building a Viterbi model, but just for the words in the dataset:

1) Develop a training dataset from recordings, with annotations in IPA 
and English text:

2) Build a Viterbi Word Model with phonemes (and sil) from the dataset:

o Nodes are phonemes;

o Start, Trans, and Emit dictionaries give probabilities of transitions 
among the nodes for words in vocabulary
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ASR using Hidden Markov Word Models
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ASR using Hidden Markov Models

3) The test audio track is converted into a Log Mel Spectrogram

4) Then each spectrum (column in the spectrogram) is converted into an 
array of features (for a 50 msec section of the signal)

• Mel Spectrogram Ceptrum Coefficients (MFCC)

• Other statistical measures: spectral centroid, etc., etc. 
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ASR using Hidden Markov Models

Word Model 
for “need”

5) The feature vectors form the observation sequence input to the HMM:
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5) The decoding of the HMM is combined with an N-Gram language 
model to produce the most likely output text sequence:

ASR using Hidden Markov Models
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Since  ASR is cast as a sequence to sequence task, it is not surprising 
that the most recent approaches use RNNs or Transformers:

ASR in the Transformer Era
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The Whisper model from OpenAI is a good example 
of a transformer-based ASR system:

ASR in the Transformer Era
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”Whisper is competitive with SOTA commercial and open-source ASR 
ystem in long-form transcription.”

ASR in the Transformer Era


